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openstack	project	create	--description	"École	ENSIIE"	ensiie

openstack	user	create	--password	secretpass	user1

openstack	role	create	teacher

openstack	role	add	--project	ensiie	--user	user1	teacher





…



openstack	image	create	\
												--file	/home/user/cirros-0.4-x86_64-disk.img	\
												--container-format	bare	\
												--public	\
												cirros-0.4

openstack	image	set	--property	architecture=x86_64	\
												--property	hypervisor_type=qemu	\
												cirros-0.4



openstack	image	list
+--------------------------------------+------------+
|	ID																																			|	Name							|
+--------------------------------------+------------+
|	abc5f0c7-7193-464c-b39e-bd04dc4ca7cc	|	cirros-0.4	|
+--------------------------------------+------------+
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Tenant	network

External	network

src:	ip:	10.0.51.2
	port:	4532
dst:	ip:	8.8.8.8
	port:	80

src:	ip:	150.25.12.1
	port:	35467
dst:	ip:	8.8.8.8
	port:	80

src:	ip:	150.25.12.1
	port:	35467
dst:	ip:	8.8.8.8
	port:	80

src:	ip:	8.8.8.8
	port:	80
dsr:	ip:	150.25.12.1
	port:	35467

src:	ip:	8.8.8.8
	port:	80
dsr:	ip:	150.25.12.1
	port:	35467

src:	ip:	8.8.8.8
	port:	80
dsr:	ip:	10.0.51.2
	port:	4532
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src:	ip:	10.0.51.2
	port:	80
dst:	ip:	204.24.89.6
	port:	16389

src:	ip:	204.24.89.6
	port:	16389
dst:	ip:	150.25.12.10
	port:	80

150.25.12.10/24

150.25.12.10/24

src:	ip:	204.24.89.6
	port:	16389
dst:	ip:	150.25.12.10
	port:	80

src:	ip:	204.24.89.6
	port:	16389
dst:	ip:	10.0.51.2
	port:	80

src:	ip:	150.25.12.10
	port:	80
dst:	ip:	204.24.89.6
	port:	16389

src:	ip:	150.25.12.10
	port:	80
dst:	ip:	204.24.89.6
	port:	16389



openstack	network	create	--external	--provider-network-type	flat	\
																					--provider-physical-network	physical1	\
																					internet

[linux_bridge]
physical_interface_mappings	=	physical1:eth1



openstack	subnet	create	--network	internet	--subnet-range	150.25.12.0/24	\
																								--gateway	150.25.12.254		\
																								internet-s1



openstack	network	create	mynetwork

openstack	subnet	create	--network	mynetwork	--subnet-range	10.50.0.1/16	\
																						mysubnet1
openstack	subnet	create	--network	mynetwork	--subnet-range	10.51.0.1/16	\
																						mysubnet2



openstack	router	create	myrouter

openstack	router	add	subnet	myrouter	mysubnet1
openstack	router	add	subnet	myrouter	mysubnet2

openstack	router	set	myrouter	--external-gateway	internet



openstack	floating	ip	create	internet	--tag	myip

openstack	port	create	--network	mynetwork	--fixed-ip	subnet=mysubnet1	myport
openstack	floating	ip	set	--port	myport	myip

openstack	server	add	port	<myvm>	myport



…





openstack	volume	create	--image	cirros	--size	10	myvolume

openstack	server	volume	add	<myvm>	myvolume

openstack	volume	snapshot	create	--volume	myvolume	mysnapshot



…



…



…



…





openstack	flavor	create	--vcpus	1	--ram	64	--disk	1	m1.nano

openstack	flavor	set	--property	capabilities:hypervisor_type=qemu	m1.nano

openstack	server	create	--flavor	m1.nano	--image	cirros	\
																				--network	mynetork	--key-name	mykey	\
																				myvm



openstack	server	create	--flavor	m1.nano	--image	cirros	\
																					--block-device	source=volume,\
											id=myvolume_id,dest=volume,\
																							shutdown=preserve,bootindex=0	\
									--network	mynetork	--key-name	mykey	\
																							myvm















openstack	user	create	--domain	default	--password	<password>	glance
openstack	role	add	--project	service	--user	glance	admin
openstack	service	create	--name	glance	\
												--description	"OpenStack	Image	service"	\
												image
openstack	endpoint	create	--region	RegionOne	image	internal	<url>
openstack	endpoint	create	--region	RegionOne	image	external	<url>
openstack	endpoint	create	--region	RegionOne	image	admin	<url>









…











	ip	tuntap	add	tap[port_id]	mode	tap



	brctl	addbr	brq[networkid]
	brctl	addif	brq[networkid]	tap[portid]
	brctl	addif	brq[networkid]	eth1
	bridge	fdb	add	[mac]	dev	[port]



ip	link	add	vxlan-[id]	type	vxlan	vni	[id]
brctl	addif		brq[networkid]	vxlan-[id]
bridge	fdb	add	fa:16:3e:3c:3e:06	dev	vxlan-[id]	\
							dst	[hostip]	self	permanent





ip	netns	list

ip	netns	exec	[nsname]	ip	addr	list

ip	netns	identify	[pid]



ip	link	add	dev	tap[portid]	type	veth	peer	name	qr[portid]
brctl	addif	brq[networkid]	tap[portid]
sudo	ip	link	set	qr[portid]	netns	qrouter-[routerid]







…

iptables	-A	neutron-l3-agent-float-snat	-s	172.16.1.3/32	\
					-j	SNAT	--to-source	10.201.0.116




